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Abstract

Actions in a multi-agent setting have complex characteris-
tics. They may not only affect the real world, but also affect
the knowledge and beliefs of agents in the world. In many
cases, the effect on the beliefs or knowledge of an agent is
not due to that agent actively doing some actions, but could
be simply the result of that agent’s perspective in terms of
where it is looking. In dynamic epistemic logic (DEL), such
multi-agent actions are expressed as complex constructs or as
Kripke model type structures. This paper uses the multi-agent
action language m.A+ to show how one can take advantage
of some of the perspective fluents of the world to model com-
plex actions, in the sense of DEL, as simple action sequences.
The paper describes several plan modules using such actions.
Such plan modules will be helpful in planning for belief and
knowledge goals in a multi-agent setting, as planning from
scratch would often be prohibitively time consuming.

Introduction

Reasoning about actions and their effects in a multi-agent
setting involves reasoning about agents’ knowledge and be-
lief about the world as well as about each other’s knowl-
edge and belief. Except very recently (Baral et al. 2012;
2013; Bolander and Andersen 2011), this direction has been
pursued more in the literature of dynamic epistemic logic
(DEL) (van Ditmarsch, van der Hoek, and Kooi 2008; Bal-
tag and Moss 2004; van Benthem, van Eijck, and Kooi 2006;
Baral et al. 2012). In these works, actions such as public an-
nouncements and semi-private observations are complex ob-
jects. For example, the complex action involving two agents
a and b, where a senses the value of p, and it is common
knowledge between a and b that b observes a sensing, is ex-
pressed in one of the DEL as Ly, (L, ?p U L,?—p). Alterna-
tively, in the Concealed Coin Domain of (Baltag and Moss
2004), a semi-private observation such as “agent A peeks
into the box to sense which face of the coin is up, with agent
B watching him, and C' unaware of what has transpired” is
encoded by an update model, a graph-like general, but com-
plex, representation of multi-agent actions.

In the graphical approach, there is no notion of a gen-
eral action of observing the value of a fluent, and hence a
slightly different occurrence, such as one where both B and
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C are aware of A’s actions, necessitates a completely differ-
ent representation. Thus, occurrences of the same elemen-
tary action which differ only with respect to how the agents
perceive them are treated as separate classes of actions. As
a result, there is a need to specify numerous different ac-
tion models for each possible occurrence of an elementary
action. For example, Fig. 1 shows the update models for
two kinds of announcements: “A publicly announces that
the coin is facing heads up,” and “A privately tells B that
the coin lies heads up,” in a domain with agents A, B, and
C.

In this paper, our contention is that, while the representa-
tion of actions as update models (Baltag and Moss 2004) is
quite general, when possible, it is advantageous to express
it as an action sequence, as is done in the traditional rea-
soning about actions and planning community. For exam-
ple, the action with respect to the coins can be simply ex-
pressed, from the perspective of agent A, by the sequence:
distract(A,C), signal(A,B), peek(A). The intuition behind this
action sequence is: first, agent A distracts C, thus causing C'
to look away. Then, A signals B to make sure B is watching
A. When A peeks at the coin, B (who is watching) knows
about it and C' (who is looking away) will be unaware of
it. In our view, B’s watching of A and C’s looking away
from A are properties of the world (albeit of a special kind,
which we call perspective fluents) and thus one need not
make them part of a complex action model as in (Baltag and
Moss 2004). A reason for having sequences of simple ac-
tions as an alternative to update models, is that many exist-
ing planning algorithms in simpler domains are designed to
analyze and produce sequences of simple actions. Thus, hav-
ing the same structure of plans will make it easier to enhance
existing planning algorithms to the multi-agent domain with
knowledge and belief goals.

Another concern about the language of update models is
that it often ignores the executability of actions: consider,
for example, the case where an agent wishes to perform a
public announcement but only a subset of the agents is ac-
tually listening. How exactly will an agent execute the ac-
tion of public announcement? A realistic approach would be
for him/her to first make sure that everyone is paying atten-
tion (e.g., not listening to music using an earphone) and then
announce it loud enough for everyone to hear. This can be
achieved by a sequence of actions consisting of first signal-



ing each of the agents' and then speaking loudly.

;A,B,c; :A,B:
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Figure 1: Action model for public (left) and semi-private an-
nouncement (right)

To address the above concerns, we investigate the use of
an alternative notion of what an action is in multi-agent set-
ting with stress on their executability. In addition, we intro-
duce a notion of perspective fluents and identify some basic
actions that mainly manipulate such fluents. We show how
many of the known multi-agent actions can be modeled as
a sequence of simple executable actions. We also develop
a new multi-agent domain, the “Escapee Domain” and in-
troduce several multi-agent action primitives such as group
formation and dissolution, and discuss how they can be sim-
ulated using action sequences and perspective fluents.

Background

We use the multi-agent action language m.A+ (Baral et
al. 2012) extended with the notion of perspective fluents
which were not mentioned there. Theories of m.A+ are de-
fined over a multi-agent domain, D, with a signature ¥ =
(AG, F, A) where AG, F, and A, are finite, disjoint, non-
empty sets of symbols respectively defining the names of the
agents within D , the properties of D (or fluents), and the el-
ementary actions which the agents may perform.

The language £ for representing and reasoning about the
knowledge and beliefs of the agents is comprised of formu-
lae built from fluents, propositional connectives, and a set
of modal operators B;, with one such operator per agent in
AG. Two types of formulae, fluent formulae (those that built
over F) and belief formulae are considered, where a belief
formula is (i) a fluent formula, or (ii) B;1) where v is a belief
formula, or (iii) ¥V ¢, Y A ¢, or =1, where 1) and ¢ are belief
formulae. In addition, given a formula ¢ and 0 ¢ S C AG,
Csp represent the common knowledge among S. A Kripke
structure is a tuple (Q, 7, {R}acAgents), Where € is a set
of state symbols, 7 is a function associating an interpre-
tation of F to each element of €2, and R, C Q x Q for
a€Agents. The satisfaction relation between belief formu-
lae and a Kripke world (M, w) is defined in the usual way.

Direct effects of actions are represented using laws which
are statements of the form:

a causes A\ if ¢ €))]
a determines f 2)
a communicates ¢ 3)

!This can be parallelized and we do not discount such genuine
parallelization.

where a is an action, f is a fluent, A is a fluent literal, ¢
is a conjunction of fluent literals, and ¢ is a belief formula.
(1) (called ontic action) is read as “performing the action a
in a state which satisfies ¢ causes A to be true.” (2) states
that “if an agent performs the sensing action a, he will learn
the value of the fluent f.” (3) indicates that “if an agent per-
forms the communication action a, the truth value of ¢ will
be announced.” Only truthful announcements are allowed.

(1)—(3) only describe the direct effects of their respec-
tive actions. In general, an agent’s actions may indirectly
affect the knowledge/beliefs of his fellows, depending on
the frames of reference that the agents have w.r.t the action
occurrence. In m A+, for any given action occurrence, the
agents are divided into three groups:> those who are fully
aware of both the action occurrence and its effects; those
who are aware of the occurrence but not of the full con-
sequences of the action; and those who are oblivious as to
what has transpired. Frames of reference are dynamic in na-
ture and are described by statements of the form:

X observes a if ¢ @)
X aware of a if ¢ (®)]

where X is a set of agent names, a is an action, and ¢ is a
belief formula. (4), called observation axioms, define the set
of agents who are fully aware of both the action occurrence
and its effects. (5), called awareness axioms, define the set
of agents who are aware of the occurrence, but only partially
of its effects. By default, it is assumed that all other agents
within the domain are oblivious. Fluents appearing in ¢ are
called perspective fluents.

In m.A+, the only assumptions made regarding the frames
of reference of the agents are that those who are fully aware
of an action occurrence and its effects, as well as those who
are aware only of the occurrence, know the frames of refer-
ence of all of the agents within the domain.

An agent’s ability to perform an action is determined by
the current state of the domain. This is described by exe-
cutability conditions, which are statements of the form:

executable a if ¢ (6)

where a is an action and ¢ is a belief formula. Statements of
this form are read as: “action a is executable in any state of
the domain which satisfies ¢.” In m.A+, it is assumed that a
unique executability condition governs each action (if any).

Initial state axioms are used to describe the initial state
and are statements of the form:

initially ¢ @)

where ¢ is a belief formula.

A domain specification (or domain) D in mA+ is a col-
lection of statements of the form (1)—(6). Consistency of D
is defined in the usual way. An action theory is a pair, (D, I),
where D is a consistent domain specification and I is a set
of initial state axioms.

The semantics of an m.A+ action theory (D, I) is defined
by a transition function ®p which maps pairs of actions and

This can be further generalized.



states into sets of states. m.A+ defines a state as a Kripke
world which is a pair (M, w), where M is a Kripke struc-
ture and w € (2 (denoting the “real” state of the world). The
function ®p is defined separately for each type of actions
and takes into consideration the frame of reference of the
agents with respect to that action occurrence. The frames of
reference with respect to an occurrence of an action a, in the
state o, partition the agents of the domain into three sets as
follows: (i) the set of agents who are fully aware of a, de-
noted by f(o,a),is {o € AG | [« observes a if ¢] € D A
(M,w) = ¢}; (ii) the set of agents who are partially aware
of a, denoted by p(0, a), is {o € AG | [caware of aif 9] €
DA (M,w) | ¢}; and (iii) the set of agents who are oblivi-
ous of a, denoted by o(o, a), is AG \ (f(0,a) Up(o,a)).

®p guarantees that: (a) fully aware agents would have the
correct information about the successor state; (b) partially
aware agents know about the action occurrence and can rea-
son about its effects on the beliefs of fully aware agents but
might not know the effects of the actions; and (c) oblivious
agents believe that nothing changes. Furthermore, (a)-(c) are
common knowledge amongst agents in the same partition.

The definition of & makes use of the notion of a update
model in (Baltag and Moss 2004; van Benthem, van Eijck,
and Kooi 2006). It is shown that ®p coincides with the se-
mantics for elementary actions using update models (Baral
et al. 2012). The technical details and the properties of ®p
can be found in the aforementioned paper on m.A+. The
function ®p is then extended to define ®7, that allows for
reasoning about the effects of a sequence of actions in the
usual way (see, e.g., (Gelfond and Lifschitz 1998)).

Definition 1 An action description A = (D, I) entails the
query @ after 11, denoted by A |= ¢ after I1, if:

o (1, Io) £ {1}, and

o 0= (M,w) = ¢ foreach o € (11, I)
where 1y is the initial belief state of A.

Modeling Simple Multi-Agent Actions

In this section, we start with presenting and axiomatizing the
“Strongbox Domain,” a variation of the “Concealed Coin
Domain” from (Baltag and Moss 2004; Baral and Gelfond
2011), and show how to simulate the following classes of ac-
tions: private and semi-private observation; and semi-private
announcements by sequences of elementary actions.
Strongbox Domain: Three agents A, B and C' are together
in a room containing a strongbox in which there is a coin.
This fact is common knowledge amongst the agents, as is
the fact that none of them knows which face of the coin is
showing. To this basic description, we add the following: (i)
initially the agents are paying attention to their surround-
ings and this fact is common knowledge amongst them; (ii)
an agent may distract or signal one of his fellows rendering
them respectively inattentive/attentive; (iii) agents who are
paying attention are aware of the actions that their fellows
may perform; (iv) an agent may peek into the strongbox to
learn which face of the coin is showing; and (v) an agent
may communicate a formula to a fellow agent.

The domain can be encoded using the following domain sig-
nature: AG = {A,B,C}; F = {heads, attentive(a)};

and A = {peek(a),tell(as,as, heads), signal(az, az),
distract(ay, as)}, where o, ap and ag are variables over
AG. attentive(a) is a perspective fluent whose truth deter-
mines whether or not « is actively paying attention to the
environment as stated in (i); this fluent can be manipulated
by a new kind of ontic actions, called signal and distract
(in (i1)) whose direct effects are described by the laws:

signal(ay, az) causes attentive(as) (8)
distract(ay, as) causes —attentive(as) 9)
Item (iii) describes how the perspective fluents affect the
frames of reference that the agents may have with respect

to various action occurrences. This information can be en-
coded using the following axioms:

{a1, s} observes signal(ay, az) (10)
{a} observes signal(aq, ag) if attentive(a) (11)
{aq, s} observes distract(ay, as) (12)

{a} observes distract(ay, as) if attentive(a) (13)

Peeking into the strongbox is a sensing action and is de-
scribed by the sensing axiom:

peek(a) determines heads (14)

The agent performing the action is fully aware of the action
occurrence. Any agents who are paying attention to their en-
vironment are simply observers of the action. For example,
if A peeks into the box, and B and C are both paying atten-
tion, then B and C' will be aware that A peeked. Agents who
are not attentive however will be oblivious as to the actions
of their fellows. This is represented in m.4+ as follows:

{a} observes peek(a) (15)
{as} aware of peek(ay) if attentive(as) (16)

Communication between agents is described in a similar
fashion, with the caveat that only attentive agents may com-
municate:

tell(ay, ag, heads) communicates heads a7
{a1,as} observes tell(ay, as, heads) (18)
{as} aware of tell(ay, as, heads) if (19)
executable tell(aq, as, heads) if (20)

attentive(aq) A attentive(oz)

The Initial State: According to scenario, we know that:
A, B and C are together in a room containing a strong-
box in which there is a coin. This fact is common knowl-
edge amongst the agents, as is the fact that none of them
knows which face of the coin is showing. Furthermore, let
us suppose that the coin is actually showing heads, and that
it is common knowledge that all of the agents are paying at-
tention to their environment. This information could be en-
coded by the following initial state axioms:

initially heads 21
initially Cy4 g cyattentive(a) (o € {A, B,C}) (22)
initially Cy4 p,cy"Baheads A =B, —heads (23)



For the rest of this section, let oy be the initial belief state
of the action description (D, I) where D is the domain de-
scription in m.A+ of the Strongbox Domain and [/ is the set
of initial state axioms (21)—(23).

Private Observation: Suppose that agent A wishes to per-
form the following complex action in the sense of (Baltag
and Moss 2004): “A peeks into the box and sees that the coin
is facing heads up, while both agents B and C are oblivious
as to what has transpired.” In m.A+, such a private observa-
tion would be modeled by the following plan, IIj:

[distract(A, B), distract(A, C), peek(A)]
Let ¢q be the following belief formula:

—attentive(B) A —attentive(C) A attentive( A)A
B aheads A B 4(—attentive(B) A —attentive(C))A
C(s,c}(“Baheads A =B s—heads)

Proposition 1 states the consequences of performing the
plan, I, in state, o, satisfy our intuition — that A knows
which face of the coin is showing, and that the beliefs of B
and C' are unchanged.

Proposition 1 (D, 0¢) = g after Il

Semi-Private Observation Now suppose that instead of his
private observation, agent A performs the following com-
plex action: “A peeks into the box and sees that the coin is
facing heads up, with agent B watching him and C' oblivi-
ous of what has transpired.” Such a semi-private observation
would correspond to the following plan in m.A—+, I1;:

[distract(A, C), peek(A)]
Let ¢; be the following belief formula:

—attentive(C) A attentive(A) A attentive(B)A
B aheads A B 4(attentive(B) A —attentive(C))A
Cia,B}(Baheads V Ba—heads)\
C{a,}(—Bpheads N -Bp—heads)\
C(a,B}(—Bcheads N ~Bg—heads)A
Cia,8)Bc(Cya,B,cy(-Baheads A =B, —heads))

For a semi-private observation our intuition, as captured by
1, is more complex than for private observations. In this
case, our intuition informs us that A has now learned that
the value of heads is true, and that B is aware that A has
learned the value of fluent. The beliefs of the oblivious agent
C have not changed. As with private observation, Prop. 2
states that the consequences of performing II; in oy match
our intuition.

Proposition 2 (D, o) |= ¢ after I1;.

Semi-Private Announcements: Now suppose that after he
peeked into the strongbox, A wishes to tell C' what he saw,
and to have B aware of this fact. In other words: “A tells
C that he saw heads, with B watching them communicate.”
If we assume that this action takes place after the execution
of II; then such a semi-private announcement would corre-
spond to the following plan, IIs:

[signal(A, C),tell(A, C, heads)]

Let II3 be the plan obtained from appending II5 to IT;:
[distract(A, C),peek(A), signal (A, C),tell(A, C, heads))
Let 2 = Cya B cyattentive(a) A Cyy cyheads/

C{A7B,C}BB (C{A@}heads V C{A,C} —heads)

Proposition 3 states the consequences of an occurrence of

the semi-private communication between agents A and C,

which occurs after A’s semi-private observation of the value
of the fluent heads, comports with ¢s.

Proposition 3 (D, o) |= ¢ after IIs.

Modeling Complex Multi-Agent Actions

The techniques discussed in the previous section for repre-
senting basic multi-agent interactions can be readily applied
towards more advanced domains. In this section we illus-
trate how this approach may be used to represent and rea-
son about a more complex multi-agent domain known as the
“Escapee Domain”. In the context of the “Escapee Domain”,
we show how the following classes of actions may be sim-
ulated by action sequences: private announcements; private
ontic actions; group formation; collaborative action; and fi-
nally group dissolution.

Escapee Domain: Suppose that agent A is held captive by a
hostile agent B. In order to escape, A must open his cell
without B’s knowledge. Fortunately, agent C' is a double
agent in B’s organization and may release A from his cell.
C does not want to break his cover however, so he may re-
lease A only if B is not watching. Once A has been released,
he must work together with C' to subdue agent B, and then
make his escape. A will only work with C'if he believes that
C'is an ally.

A simple refinement of this domain gives

us the following signature: AG = {A,B,C};
F = {free(a),bound(a),captor(aq, as), united(az,
aw), attentive(w), allies(aq, az) }; and

A = {escape(a),release(aq, az), subdue(ay, az, ag)

unite(aq, @), disband(ay, asz), signal(ay, as),
distract(ay, ag), tell(ay, ag, @)
where «, «; € AG and ¢ is of the form allies(ay, as).

As was the case with the Strongbox Domain, attentive is
a perspective fluent. In addition, the fluent united, is also a
perspective fluent which will be used to model collaborative
actions. These fluents may be manipulated directly by the
agents via the perspective altering actions signalldistract
and unite/disband, respectively. The actions signal and
distract are represented in a similar manner to the one pre-
sented in the formalization of the Strongbox Domain.

In general, agents may wunite in order to act together. In
the context of the Escapee Domain, an agent must be un-
bound before he may unite with another agent to collabora-
tively perform some action. In addition, an agent will only
unite with someone whom he believes is an ally. Once they
are done collaborating, they may disband.

unite(ay, ay) causes united(ay, as) (24)

executable unite(ay, ag) if (25)
—bound(ay) A —bound(asz) A By, allies(ay, as)

disband(aq, a) causes —united(aq, ag) (26)



The observation axioms governing the frames of reference
of the agents with respect to occurrences of the actions unite
and disband follow the same pattern as those for the actions
signal and distract:

{a1, as} observes unite(ay, as) (27)
{as3} observes unite(ay, ag) if attentive(as)  (28)
{a1, a3} observes disband(ay, az) (29)

{as} observes disband(ay, as) if attentive(as) (30)

A single agent may release another agent causing him to
no longer be bound. A pair of agents working together may
subdue an agent, causing him to be bound.

release(ay, ag) causes —bound(as) 31
subdue(ay, s, ag) causes bound(as) (32)
executable subdue(ay, as, as) if (33)

united(aq, ag) V united(as, o)

The observation axioms concerning the action release are
quite straightforward. As before, the agents directly involved
in the action occurrence will be aware of it, as will any at-
tentive agents. The same holds true for the action subdue.

{a1,as} observes release(aq, ag) (34)
{as, } observes release(aq, as) if attentive(as) (35)
{a1, ag, az} observes subdue(ay, as, ag) (36)
The representation of the action escape is fairly straight-
forward. Intuitively, once an agent has escaped, he is free.

From the domain description, we know that an agent (in this
case A), may only escape once his captor has been subdued.

escape(a) causes free(a) 37)
executable escape(a ) if (38)
captor(as, aq) A bound(az)A
(—united(ay, as) V —united(as, 1))

The agent who escapes will be aware of this action occur-
rence, as will any attentive agents.

{a} observes escape(a) (39)
{az2} observes escape(ay) if attentive(as) (40)

Lastly, an agent may tell another agent some facts about
the domain. The action tell is a communication action, and
is represented by the following communication axiom:

tell(aq, as, p) communicates 41)

where ¢ is of the form allies(ai, as). Agents may eaves-
drop however, and therefore in the Escapee Domain, com-
munication must be done with caution. For this domain, we
assume that attentive agents are fully aware of what is said
between their fellows.? This assumption is described by the
following observation axioms:

{a1, @z} observes tell(a, as, ) 42)
{as, } observes tell(aq, g, ) if attentive(as) (43)
30Other domains, may call for different assumptions. For exam-
ple, in another less “paranoid” domain, agents who are attentive

may be considered only partially aware of occurrences of commu-
nication actions.

The Initial State: Let us assume that, initially, it is common
knowledge amongst the agents that: A is bound, and that all
of the agents are attentive. Furthermore, let us assume that A
does not know/believe that C' is an ally, and that this fact is
not known to B. This information could be encoded by the
following initial state axioms:

initially Cy4 g cyattentive(a) A bound(A) 44)

initially C4 p,c}(—Baallies(A,C) A —~Bpallies(A, C))
(45)

initially Beallies(A, C) (46)

where oo € {A, B,C}. For the rest of this section, let og
be a belief state of the action description consisting of the
Escapee domain and the initial state axioms (44)—(46).
Private Announcements: Agent A and agent C' are allies.
Before they can collaborate towards his escapee, C' must
confirm his identity to agent A. In the approach taken by
(Baltag and Moss 2004; van Benthem, van Eijck, and Kooi
2006), this would correspond to the following action: “C
tells A that they are allies, with agent B oblivious of what
has transpired.” In, m.A+, a private announcement such as
this would be achieved by the following plan, I1y:

[distract(C, B),tell(C, A, allies(A, C))]

The first action, distract(C, B), is an ontic action which al-

ters the value of the perspective fluent attentive(B). As a

consequence, B is no longer paying attention to his environ-

ment, and is therefore oblivious of any subsequence action

occurrences. Once this has been done, C' can freely inform

A that they are allies, without fear of being overheard by B.
Let ¢3 be the following belief formula:

Cya,cy (mattentive(B)) A Cya, oy (allies(A, C))A
Cia,cy(—Bgallies(A, C)) A —Bpgallies(A, C)
Proposition 4 states that the successor belief state
achieved after the execution of II; matches our intuition
about the effects of a private announcement — namely that

the agents involved know what has been communicated
while the beliefs of oblivious agents are unchanged.

Proposition 4 (D, o) |= ¢35 after I1,.

Private World Altering Actions: Alternatively, before re-
vealing himself to 4, C' may seek to secretly free him from
his confinement. In other words: “C' releases A without the
knowledge of B.” A private world altering action such as
this could be accomplished by the following plan II5:

[distract(C, B),release(C, A)]
Let ¢4 be the following belief formula:
Cya,cy (mattentive(B)) A Cya ¢y (mbound(A))A
Cya,B,cyBpbound(A)

Alternatively, let Il be the following plan:
[distract(C, B),tell(C, A, allies(A, C)),release(C, A)]

which corresponds to agent C' releasing A after he secretly
informs him that they are allies.



Propositions 5 and 6 describe the belief state resulting
from the execution of II5 and Ilg, respectively; these match
our intuition concerning the effects of private world altering
actions—namely, that the agents who are aware of the occur-
rence are aware of its effects, while the beliefs of oblivious
agents remain unchanged.

Proposition 5 (D, 0y) |= ¢4 after IT5
Proposition 6 (D, o) = ¢4 A p3 after Tl

Collaboration: In general, agents often need to cooperate in
order to achieve their goals. In the Escapee Domain, agents
A and C need to work together in order to subdue B. In
order to collaborate, agents need to unite, thereby forming
a group. Once a group has been formed, the collaborative
activity is performed, and then the group is dissolved. This
process can itself be modeled as a sequence of elementary
actions. We begin by examining group formation.

Group Formation: Group formation may be done publicly or
privately, once again depending on the frames of reference
of the respective agents. In this particular domain, we are
interested in private group formation of the form “agents
A and C get together to collaborate without the knowl-
edge of agent B.” The action unite in this domain is in-
teresting, in that is has a complex executability condition,
requiring that the formula —bound(ay) A —bound(asg) A
B, allies(aq, ) be true in the state in which the action
occurrence takes place. In addition, in order for the escape
to be successful, this must be done in secret. Observe that
group formation is a form of world changing (ontic) actions,
in that it only affects the values of perspective fluents.

Let II; be the plan:

[distract(C, B), tell(C, A, allies(A, C)),
release(C, A), unite(A, C)]

II7 corresponds to agents A and C' uniting together after B
has been distracted, and C has revealed himself to A; and let

w5 = Cra,cyunited(A, C) A Cpa,pyBebound(A)
Proposition 7 (D, o) |= ¢5 after 17

It should be clear that public group formation could be
modeled by performing the singleton action unite(ay, as)
in a belief state where all other agents are attentive.
Collaborative Action: Once agents have united together,
they may perform collaborative actions. In this domain,
subdue(A, C, B) is an action which requires the collabo-
ration on the part of agents A and C. If the action occurs
in a state which satisfies —attentive(B), the plan consist-
ing of the single action [subdue(A, C, B)] models private
collaboration, otherwise it represents the public collabora-
tion of agents A and C. In order for A and C to subdue B,
they must work together in secret. Let IIg be the following
sequence of elementary actions:

[distract(C, B), tell(C, A, allies(A, C)),
release(C, A),unite(A, C), subdue(A, C, B)]
subdue(A, C, B) is executable after the execution of:
[distract(C, B), tell(C, A, allies(A, C)),
release(C, A), unite(A, C)]
In addition:

Proposition 8 (D, 0¢) = Cy, p,cy(bound(B)) after Ilg

Group Dissolution: After the collaborative action is done,
agents may disband their group, and operate separately. As
for previous actions, this may be private or public depending
on the frames of reference of the agents who are not involved
in the action occurrence. Dissolution, like its counterpart of
group formation is essentially a world changing, affecting
the value of the perspective fluent united.

Let IIg be the plan obtained by appending the action
disband(A, C) to Ig:

[distract(C, B),tell(C, A, allies(A, C)), release(C, A),
unite(A, C), subdue(A, C, B), disband(A, C)]

Proposition 9 (D, 0¢) = Cya,cy—united(A, C) after Iy

Once the group has been dissolved, agent A may again
perform a private world changing action and escape. Propo-
sitions 7, 8 and 9, all state the effects of the collaborative
action between A and C, and match our intuition regarding
their private, collaboration on a world altering action.

Conclusions and Final Remarks

In this paper, we used a high-level action language, m.A+,
for representing and reasoning about dynamic multi-agent
domains to show how various multi-agent actions can be ex-
pressed as sequence of simple actions in the presence of per-
spective fluents and perspective actions. We used the Strong-
box and developed a new Escapee Domain. In particular, we
showed how previously complex actions, such as the pri-
vate announcement action of “agent C' informs agent A that
allies(A, C) is true, while agent B is unaware of what has
transpired” could be easily represented in a more elabora-
tion tolerant fashion as a sequence of elementary actions in-
volving the manipulation of perspective fluents on the part
of the agents. We then showed how various multi-agent in-
teractions (e.g., group formation/dissolution; collaborative
action) could be represented in a similar manner. We note
that the use of perspective fluents in this paper divides the
agents in a domain into three disjoint categories while, in
practice, the number of categories could be higher. In this
sense, m.A+ is not as expressive as the well-known action
models formalization. We conjecture that by allowing the
perspective fluents to be nested, this issue will be address
and plan to address it in the near future.

It is our belief, that the introduction of such fluents and ac-
tions, not only makes the task of knowledge representation
simpler, but also makes the language more readily applicable
towards the planning and plan execution problems for agents
in multi-agent environments. In particular, the simple canon-
ical “public announcement” action in multi-agent systems is
not so trivial to execute when agents may be inattentive. In
that case, first they have to be made attentive and only then
something can be publicly announced. This amounts to a se-
quence of elementary actions. Since most existing planning
algorithms are about finding action sequences, our view of
multi-agent actions (as sequence of elementary actions) in
this paper makes them more amenable to planning than the
use of action/update models.
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